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Abstract

In this work, we propose a linearization technique for solving nonlinear elliptic
partial differential equations that are obtained from the time-discretization of a
wide variety of nonlinear parabolic problems. The scheme is inspired by the L-
scheme, which gives unconditional convergence of the linear iterations. Here we
take advantage of the fact that at a particular time step, the initial guess for the
iterations can be taken as the solution of the previous time step. First it is shown for
quasilinear equations that have linear diffusivity that the scheme always converges,
irrespective of the time step size, the spatial discretization and the degeneracy of
the associated functions. Moreover, it is shown that the convergence is linear with
convergence rate proportional to the time step size. Next, for the general case it
is shown that the scheme converges linearly if the time step size is smaller than a
certain threshold which does not depend on the mesh size, and the convergence rate
is proportional to the square root of the time step size. Finally numerical results
are presented that show that the scheme is at least as fast as the modified Picard
scheme, faster than the L-scheme and is more stable than the Newton or the Picard
scheme.

1 Introduction

In this paper, a linearization technique is considered for the generalized nonlinear ad-
vection diffusion equations of the type

∂tb(u) +∇ · ~F (~x, u) = ∇ · [D(~x, u)∇u] + f(~x, t, u); (1.1)
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completed with suitable boundary and initial conditions. Equation (1.1) appears as mat-
hematical model for many real world applications, like flow through porous media or
reactive transport. For the discretization in time, the backward Euler method is often
used due to its stability. This changes (1.1) into a sequence of nonlinear elliptic equations.
For solving these, linear iterative schemes are required.

A commonly used linearization technique is the Newton scheme (NS). Being quadra-
tically convergent, it is widely used for solving nonlinear equations [2, 15]. However, this
quadratic convergence is featured under certain restrictions. In particular, degenerate
problems do not fulfill these restrictions [24]. Another drawback of the NS is that it is
only locally convergent, meaning that the initial guess for the iterations have to be close
enough to the actual solution for the scheme to be convergent [2,24]. In many cases, this
requires extremely small time step sizes limiting the applicability of the NS. For this re-
ason, pre-conditioners, line-search methods and different parametrizations are often used
to enhance the robustness of the NS [4,10].

An alternative to the NS is a modified Picard scheme (PS), proposed in [5]. In [15,16] it
is shown that this scheme is quite fast despite having linear convergence. Another linearly
converging scheme is the Jäger-Kačur scheme (see [8, 9, 12]). A sufficient condition for
convergence was derived in [24] for all the schemes mentioned above. When applied to
the Euler implicit discretization of (1.1) one needs to take

τ < Cmr
bh

d, (1.2)

to guarantee the convergence of these schemes. Here τ is the time step size, h is the
mesh size, d is the spatial dimension of the problem, mb ≥ 0 is the lower bound of b′ and
C, r > 0 are constants that depend on the nonlinear functions. For d ≥ 2 this imposes
a severe restriction on the time step size, which can increase the computation time to a
great extent. Moreover, in the degenerate case m = 0, either a regularized version of the
function b has to be used [8, 9, 17] or the initial/boundary data has to be shifted [21] to
ensure convergence.

For porous media applications, where all the associated functions are nonlinear and
the problem might become degenerate, stability is an important issue. Also, extremely
large timescales are involved for such processes and so condition (1.2) cannot always be
satisfied. To address this, a fixed point iteration scheme, termed L-scheme or simply LS
in the context of this discussion, was proposed in [19,20,23]. The LS is linearly convergent
but it has the interesting property of unconditional convergence, meaning that it converges
to the time-discrete solution irrespective of the choice of initial guess. This is due to the
fact that in the LS, the stabilization terms are estimated globally as opposed to the
local estimations used in the NS, the PS or the Jäger-Kačur scheme. However, as shown
in [16,25], this increases the convergence rate of the LS, making it slower when compared
to the NS or the PS. This has motivated authors to either use the LS to provide initial
guesses for the NS [16] or to apply it in a domain decomposition type approach that
boosts the speed of the LS [25].
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All of the schemes mentioned above are mostly designed to solve nonlinear elliptic
problems and do not use the fact that these are the outcome of the time discretization
of a nonlinear parabolic problem. In this context, the solution from the previous time
step can be used as initial guess in the iterative process. For solutions that have a good
regularity in time, as being the case for parabolic problems, the changes in the solution
from one time step to the next one are limited. However the standard schemes do not
use this fact and thus their implementation for parabolic and elliptic problems are more
or less the same.

The main idea in this work is to exploit the fact that the nonlinear elliptic problems are
the result of the time discretization of (1.1). The proposed scheme is a combination of the
PS and the LS and it uses local estimations to improve the convergence behaviour of the LS
without affecting its stability. After introducing the problem in Section 2 in Section 3 we
propose the iterative scheme for simple quasilinear equations, and analyze its convergence.
It can be observed that, apart from being unconditionally convergent, the scheme has a
convergence rate proportional to the time step size for sufficiently small time steps. This is
unlike the LS, where a lower time step increases the convergence rate. Section 4 generalizes
these ideas for (1.1). The scheme converges also in the degenerate case, however for small
enough time step sizes. For the non-degenerate case, the convergence is linear and the
rate is proportional to the square root of the time step size. Finally in Section 5 some
numerical experiments are presented. These show that the scheme is more stable than
the NS or the PS and converges at least as fast as the PS and sometimes comparable to
the NS.

2 The general problem and linearization schemes

Let Ω be a bounded domain in Rd which has a Lipschitz boundary ∂Ω and define Q =
Ω × [0, T ) for some T > 0. For the rest of our discussion (·, ·) and

∥∥·∥∥ will represent
L2(Ω) inner product and norm. Any other norm will be presented as

∥∥·∥∥
V

with V being

the corresponding space. The Sobolev space W k,p(Ω) is the set of functions u defined on
Ω such that Dku ∈ Lp(Ω) for the multi-index k, equipped with the norm

∥∥u∥∥
Wk,p(Ω)

=

(
∑

q≤k ∫Ω |Dqu|p)1/p for 1 ≤ p <∞ [6]. Further, Hk(Ω) = W k,2(Ω) and Hk
0 (Ω) represents

the set of elements of Hk(Ω) which have 0 trace at the boundary ∂Ω [6].
The Hölder space C`,δ(Ω) refers to the space of δ-Hölder continuous functions upto the

`th space derivative for the metric dist(~x, ~y) = |~x− ~y|, ~x, ~y ∈ Rd. The associated norms of
these spaces are defined in detail in [13]. With these basic definitions stated, we introduce
the problem.
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2.1 Time-discrete formulation and properties of functions

We consider (1.1) in the space-time domain Q. For simplicity homogeneous Dirichlet
boundary condition is assumed on ∂Ω × [0, T ]. Further, let u0(·) ∈ H1

0 (Ω) be the initial
condition. We refer to [1] and [18] for results on the existence and uniqueness of weak
solutions to (1.1) for this case.

For the time discretization of (1.1) we let τ = T/N , N ∈ N, be the time step size and
n ∈ {1, .., N} represent the time step. Define tn = nτ . The Euler implicit discretization
of (1.1) leads to the sequence of elliptic problems (n ∈ {1, .., N})

(P1)

{
b(un)− b(un−1) + τ∇ · ~F (~x, un) = τ∇ · [D(~x, un)∇un] + τf(~x, tn, un) in Ω;(2.1)

un = 0 on ∂Ω. (2.2)

Below we consider weak solutions to the time discrete problem (P1), defined as:

Definition 0.1. Let n ∈ {1, .., N} and un−1 ∈ L2(Ω) be given. A weak solution to
Problem (P1) is a function un ∈ H1

0 (Ω) satisfying for any test function φ ∈ H1
0 (Ω)

(b(un)− b(un−1), φ) + τ(D(~x, un)∇un,∇φ) = τ(~F (~x, un),∇φ) + τ(f(~x, tn, un), φ). (2.3)

The existence of un ∈ H1
0 (Ω) for a given un−1 ∈ L2(Ω) is shown in [20]. Note that

the sequence {un}Nn=1 can be used to approximate the solution to the original parabolic
problem (1.1) (the Rothe method, [11]).

Below we assume the following:

(P. 1) b : R → R is a C2(R) function such that b′ ≥ mb and |b′|, |b′′| ≤ Mb for some
mb,Mb ≥ 0.

(P. 2) f : Q×R→ R is twice differentiable with respect to u and satisfies T∂uf(~x, t, u) ≤
b′(u) and |f |, |∂uf |, |∂uuf | ≤Mf (Mf ≥ 0) a.e. in (~x, t) ∈ Q and u ∈ R.

(P. 3) D : Ω× R→ R+ is a C2(Ω× R) function. Moreover, there exists Dm,DM > 0 such
that Dm ≤ D and D, |∂quD|, |∂xjD|, |∂u∂xjD| ≤ DM for j ∈ {1, .., d}, q ∈ {1, 2}.

(P. 4) ~F : Ω×R→ Rd, with xj-component denoted by Fj, admits partial derivatives that
satisfy |∂quFj|, |∂xjFj|, |∂u∂xjFj| ≤MF for j ∈ {1, .., d}, q ∈ {1, 2} and MF ≥ 0.

(P. 5) u0 ∈ H1
0 (Ω). In some cases we also use u0 ∈ W 2,∞(Ω).

In (P. 2) instead of using ∂uf ≤ 0 we have used the less restrictive condition b′ ≥ T∂uf .
At this stage we define the following function which will be used later,

z : Ω× R→ R, z(~x, u) = b(u)− τf(~x, tn, u). (2.4)
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Observe that actually z depends on the time step size τ and n as well. However the focus
here is on constructing an iterative scheme for a fixed time step size τ at a fixed time
tn. Hence, we disregard this dependence. From (P. 1) and (P. 2), z ∈ C2 and satisfies
∂uz = b′ − τ∂uf ≥ b′

(
1− τ

T

)
≥ mb

(
1− τ

T

)
≥ 0. So by defining m = mb(1 − τ

T
) we get

the inequality
∂uz ≥ m ≥ 0 a.e. for ~x ∈ Ω and u ∈ R. (2.5)

Remark 2.1 (On the properties of the functions). The situation mb = 0 in (P. 1) gives
rise to degeneracy, which will be discussed in detail later. The boundedness of b′′ is assu-
med in our analysis. This is a more severe condition compared to the Lipschitz continuity
assumed in [16, 19, 20, 23, 26] and the Hölder continuity assumed in [22]. However, it is
true for many porous media flow models, where the form of b is as in (5.6). D can also
be a matrix D̃, the only constraint being that the condition (P. 3) is satisfied for all the
components D̃ij and that D̃ is positive definite. The bounds assumed in (P. 4) guarantee

that ~F , which corresponds to the ‘flux’ in physics, is bounded and varies smoothly within
Ω.

Remark 2.2 (Boundary conditions). For the ease of presentation a zero Dirichlet boun-
dary condition is assumed at the boundary, but the results can be proved for more general
boundary conditions, including non-homogeneous Dirichlet, Neumann, Robin or mixed
type ones.

2.2 Standard linearization techniques

For resolving the nonlinear terms in problem (P1), Newton scheme (NS) uses iterations
where the values of the nonlinear terms in the current iteration are approximated by
Taylor series expansion. For i ∈ N let uin stand for the ith iterate at the nth time step and
let δuin = uin − ui−1

n for i > 0. If φin is one of the functions b, f, z,D, Fj for u = uin and
t = tn, then one takes φin ≈ φi−1

n + ∂uφ
i−1
n δuin, ∂uφ

i
n being the partial derivative of φ with

respect to u at u = uin. With this substitution and given ui−1
n , NS resumes to find δuin

that solves

(Pn,iN )


(b′(ui−1

n )− τ∂uf i−1
n )δuin − τ∇ ·

[
Di−1
n ∇δuin + (∂uDi−1

n ∇ui−1
n − ∂u ~F i−1

n )δuin

]
= −(b(ui−1

n )− b(un−1)) + τ
[
∇ · (Di−1

n ∇ui−1
n )−∇ · ~F i−1

n + f i−1
n

]
in Ω, (2.6)

δuin = 0 on ∂Ω. (2.7)

For Problem (Pn,iN ), one of the natural initial guesses is u0
n = un−1.

The modified Picard scheme (PS) can be interprated as a simplified version of the
NS [5]. Here the Taylor expansion is used only for the function z = b − τf . For i ∈ N
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and with given ui−1
n one seeks uin solving

(Pn,iP )


∂uz

i−1
n uin − τ∇ ·

[
Di−1
n ∇uin

]
= ∂uz

i−1
n ui−1

n − (b(ui−1
n )− b(un−1)) + τ [−∇ · ~F i−1

n + f i−1
n ] in Ω, (2.8)

uin = 0 on ∂Ω. (2.9)

The computational cost per iteration of the PS is lower than for the NS, because the
number of gradients to be calculated is less. However, the scheme is linearly convergent
and also only conditionally stable. A convergence proof can be found in [24].

The PS takes advantage of the fact that the function z is increasing with respect to
u. This insight is taken a step further in the L-scheme (LS). For a L ≥ max

u∈R,(~x,t)∈Q
{∂uz} =

max
u∈R,(~x,t)∈Q

{|b′(u)− τ∂uf(~x, t, u)|} and a given ui−1
n the scheme reads (see [19,20,23])

(Pn,iL )


Luin − τ∇ ·

[
Di−1
n ∇uin

]
= Lui−1

n − (b(ui−1
n )− b(un−1)) + τ [−∇ · ~F i−1

n + f i−1
n ] in Ω, (2.10)

uin = 0 on ∂Ω. (2.11)

The difference between the LS and the PS is that, instead of using the factor ∂uz
i−1
n ,

the former uses an upper bound of it, L. This can affect the convergence order [16, 25],
but transforms the scheme to a H1-contraction which converges irrespective of the spatial
discretization or the initial guess. Convergence can also be achieved for smaller values
of L, e.g. for L = 1

2
max

u∈R,(~x,t)∈Q
{∂uz} convergence is guranteed (see [16, 25]) although the

contraction property can not be ensured in this case. In the next section we show how to
improve the speed of the LS while preserving this stability.

Observe that each of the problems, (Pn,iN ), (Pn,iP ) and (Pn,iL ), has unique solution in
H1

0 (Ω) as they are linear and coercive. Also, for the schemes mentioned above, if uin → un
in strong sense in H1

0 (Ω) then un is a weak solution of (P1) in the sense of Definition 0.1.
For the convergence analysis we let ein denote the error of the iterate at the nth time

step,
ein = uin − un. (2.12)

The convergence rate (linear) of the schemes is defined as

α = lim
i→∞

sup

∥∥ein∥∥H1(Ω)∥∥ei−1
n

∥∥
H1(Ω)

. (2.13)

Notice that α < 1 implies convergence. Also worth pointing out is that the H1-norm has
been used to define the convergence rate in (2.13) but the convergence rate will roughly be
the same if defined with respect to the L2 norm [16,19]. Hence, in Section 5 the L2-norm
has been used to estimate α.
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Remark 2.3. The convergence rate of the LS has the form α = (L−m)/(L+ Cτ) < 1,
for some C > 0 and L > m (see [16, 19, 20, 26]). However, for large L, or small τ or m,
α approaches 1. This leads to extremely slow convergence of the L-scheme. This issue
has been reported for a variety of problems in literature [3, 16, 25].

The proofs given below make use of the following notations. [·]+ = max(·, 0) and
[·]− = min(·, 0) are the positive and negative cut functions respectively. For any a, b ∈ R
the interval I(a, b) is defined as

I(a, b) = {x : min(a, b) < x < max(a, b)}.

We will further use Young’s inequality: for a, b ∈ R and ρ > 0 one has

ab ≤ 1

2ρ
a2 +

ρ

2
b2. (2.14)

Finally, CΩ is the constant appearing in the Poincaré inequality.

3 The modified L-scheme

In what follows we discuss a modified form of the L-scheme that preserves its stability
property while having an improved convergence rate. The idea is to replace the constant
L with a function Lin : Ω→ R+ defined at each iteration. This leads to the

Modified L-scheme (MS). Let n ∈ {1, ..., N} and i ∈ N be fixed and assume that
un−1, u

i−1
n ∈ H1

0 (Ω) are given. Find uin ∈ H1
0 (Ω) satisfying

(Linu
i
n, φ) + τ(D(~x, ui−1

n )∇uin,∇φ)

= (Linu
i−1
n , φ)− (b(ui−1

n )− b(un−1), φ) + τ(~F (~x, ui−1
n ),∇φ) + τ(f(~x, tn, u

i−1
n ), φ), (3.1)

for all φ ∈ H1
0 (Ω), where Lin : Ω→ R is defined as

Lin(~x) = max{[b′(ui−1
n (~x))− τ∂uf(~x, tn, u

i−1
n (~x)) + Mτ ], 2Mτ}. (3.2)

Here u0
n = un−1, and M is a positive constant that will be specified later. Observe

that M = 0 corresponds to the PS, and disregarding the b′ − τ∂uf term in the definition
of Lin leads to the LS. In this sense the scheme is a combination of the PS and the LS.
Below we show that it inherits the qualities of both schemes. The convergence results
and estimates are first obtained for a simple version of (P1) where ∂uD ≡ 0 and ∂uFj ≡ 0
and then for the general problem.
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3.1 Quasilinear equations with linear diffusivity and flux

To analyze the scheme we first look at the simpler quasilinear parabolic equation,

∂tb(u) +∇ · ~F (~x) = ∇ · (D(~x)∇u) + f (3.3)

which corresponds to ∂uD = 0 and ∂uFj = 0 in (1.1). Problems where ∂uD 6= 0 can also
be reduced to this case if D is separable in the variables, i.e. D(~x, u) = D1(~x)D2(u). By
(P. 3), D2 > 0 and by using the Kirchoff transform U =

∫ uD2(%)d% (see [1, 19, 27]) one
obtains ∇ · [D(~x, u)∇u] = ∇ · (D1(~x)∇U). Using U as the primary unknown one gets an
equation similar to (3.3). Well-known examples, such as the porous medium equation or
the Richards equation, can be reduced to this form.

Recalling the homogeneous boundary conditions, a weak solution to the time discrete
version of (3.3) satisfies

(b(un)− b(un−1), φ) + τ(D∇un,∇φ) = τ(fn, φ) + τ(~F ,∇φ), (3.4)

for all φ ∈ H1
0 (Ω). For the subsequent analysis we assume the following:

(A. 1) There exists a Λ > 0 such that ‖un − un−1‖L∞(Ω) ≤ Λτ for all n ∈ N.

Note that since un is, in fact, the time discrete approximation of the solution to the para-
bolic problem (3.3), Assumption (A. 1) is similar to saying that ∂tu ∈ L∞(Q). Sufficient
conditions for boundedness of ∂tu in the L∞(Ω)-norm can be found in [13, Chapter 5].
Below we present a result that shows the validity of Assumption (A. 1), in this sense.

Proposition 3.1. For a fixed n ∈ {1, .., N} let un solve (3.4) and assume that m > 0
and ∇ · (D∇un−1) ∈ L∞(Ω). Then ∇ · (D∇un) ∈ L∞(Ω) and a Λ ≥ 0, independent of τ ,
exists such that ‖un − un−1‖L∞(Ω) ≤ Λτ .

The proof is given in Appendix A. Observe that Proposition 3.1 is valid if u0 ∈
W 2,∞(Ω), which extends then to all time steps. Based on Assumption (A. 1) we have

Lemma 3.1. Assume (A. 1) and that Lin satisfies a.e. in Ω

Lin ≥ sup{|b′(ζ)− τ∂uf(~x, tn, ζ)| : ζ ∈ I(ui−1
n , un)}.

Then ‖uin − un‖L∞(Ω) ≤ Λτ for all i ∈ N, uin being the solution of (3.1).

Before giving the proof we observe that the result is quite general with respect to the
choice of the function Lin. However, it will be used for Lin either constant or as in (3.2),
which corresponds to the LS and the MS.
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Proof. The proof is by induction. Assumption (A. 1) guarantees that the assertion holds
for i = 0. Let the assertion hold for ui−1

n , i.e. ‖ui−1
n − un‖L∞(Ω) = ‖ei−1

n ‖L∞(Ω) ≤ Λτ . We
prove that this implies ‖uin − un‖L∞(Ω) = ‖ein‖L∞(Ω) ≤ Λτ .

As ∂uD, ∂uFj = 0, subtracting (3.4) from (3.1), a ζ ∈ I(ui−1
n , un) exists such that

(Line
i
n, φ) + τ(D∇ein,∇φ) = (Line

i−1
n , φ)− ((b(ui−1

n )− b(un)), φ) + τ(f i−1
n − fn, φ)

= ((Lin − ∂uz(ζ))ei−1
n , φ). (3.5)

Here we used the definition of z from (2.4). With φ = [ein − Λτ ]+ one gets

(Lin[ein − Λτ ], [ein − Λτ ]+) + Λτ(Lin, [e
i
n − Λτ ]+) + τDm

∥∥∇[ein − Λτ ]+
∥∥2

≤ (Line
i
n, [e

i
n − Λτ ]+) + τ(D∇ein,∇[ein − Λτ ]+) = ((Lin − ∂uz(ζ))ei−1

n , [ein − Λτ ]+)

≤
∫

Ω

|Lin − ∂uz(ζ)||ei−1
n |[ein − Λτ ]+ ≤

∫
Ω

(Lin −m)Λτ [ein − Λτ ]+ ≤ Λτ(Lin, [e
i
n − Λτ ]+).

In the last estimates we used the inequalities |ei−1
n | ≤ Λτ a.e. and 0 ≤ (Lin − ∂uz(ζ)) ≤

Lin −m for ζ ∈ I(ui−1
n , un). Canceling the common terms in both sides gives

(Lin, [e
i
n − Λτ ]2+) + τDm

∥∥∇[ein − Λτ ]+
∥∥2 ≤ 0,

which implies that ein < Λτ a.e. in Ω. Similarly taking φ = [ein + Λτ ]− one gets that
ein > −Λτ a.e. which concludes the proof.

For the LS, the condition stated in Lemma 3.1 is satisfied as Lin = L ≥ sup{|∂uz(~x, ζ)| :
ζ ∈ R}. However this leads to an overestimation of L at most points. Below we show that
this estimation is improved significantly for the MS, resulting in much better convergence
rates.

Theorem 3.1. Under the Assumptions (A. 1) and(P. 1)-(P. 5) and for M0 = Λ maxu∈R{|b′′|+
τ |∂uuf |} ≥ 0, the MS for equation (3.4) converges linearly in H1

0 (Ω) for all M ≥M0 and
τ > 0. More precisely, for M ≥ M0 and τ > 0 the limit un = limi→∞ u

i
n exists and is a

solution to (3.4), whereas for the convergence rate α in (2.13) one has α < 1. Moreover
if m > 0 (the non-degenerate case) then α = O(τ) for τ small enough.

Proof. By (P. 1) and (P. 2), M0 is well defined. Observe that, for any ζ ∈ I(ui−1
n , un)

there exists a ζ1 ∈ I(ui−1
n , ζ) such that

|(b′(ui−1
n )− τ∂uf(~x, tn, u

i−1
n ))− (b′(ζ)− τ∂uf(~x, tn, ζ))| = |∂uz(ui−1

n )− ∂uz(ζ)|
= |∂uuz(ζ1)||(ui−1

n − ζ)| ≤ max
u∈R
{|b′′|+ τ |∂uuf |}Λτ = M0τ.

This implies that if M ≥M0 and Lin = ∂uz(ui−1
n ) +Mτ , then Lin−∂uz(ζ) ≥ 0. Moreover,

if Lin = 2Mτ then ∂uz(ui−1
n ) ≤Mτ , which means that ∂uz(ζ) ≤ ∂uz(ui−1

n ) +M0τ ≤ 2Mτ ,
giving Lin − ∂uz(ζ) ≥ 0. Hence, for M ≥M0 one has

Lin − b′(ζ) + τ∂uf(~x, tn, ζ) ≥ 0,
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which by Lemma 3.1 implies that ‖ein‖L∞(Ω) < Λτ for all i ∈ N.
Using similar arguments, if Lin = ∂uz

i−1
n + Mτ and M ≥M0 then one gets

Lin − b′(ζ) + τ∂uf(~x, tn, ζ) = ∂uuz(ζ1)(ui−1
n − ζ) + Mτ ≤ Λτ |∂uuz(ζ1)|+ Mτ ≤ 2Mτ.

If Lin = 2Mτ then Lin − ∂uz(ζ) ≤ Lin −m ≤ 2Mτ . Combining both gives

0 ≤ Lin − b′(ζ) + τ∂uf(~x, tn, ζ) ≤ 2Mτ, (3.6)

or, more strongly,

0 ≤ (M−M0)τ ≤ Lin − b′(ζ) + τ∂uf(~x, tn, ζ) ≤ 2Mτ. (3.7)

These two inequalities will be used repeatedly in the proofs that follow.
First we prove the convergence of the scheme in H1

0 (Ω). Taking φ = ein in (3.5) yields

2Mτ
∥∥ein∥∥2

+ τDm
∥∥∇ein∥∥2 ≤ (Line

i
n, e

i
n) + τ(D∇ein,∇ein)

= ((Lin − ∂uz(ζ))ei−1
n , ein) ≤ 2Mτ(|ei−1

n |, |ein|) ≤Mτ
∥∥ei−1

n

∥∥2
+ Mτ

∥∥ein∥∥2
. (3.8)

Cancelling common terms on both sides and applying the Poincaré inequality one gets(
M +

Dm
2
CΩ

)∥∥ein∥∥2
+
Dm
2

∥∥∇ein∥∥2 ≤M
∥∥ei−1

n

∥∥2
,

which gives

∥∥ein∥∥2
+

Dm
(2M + CΩDm)

∥∥∇ein∥∥2 ≤ 2M

(2M + CΩDm)

(∥∥ei−1
n

∥∥2
+

Dm
(2M + CΩDm)

∥∥∇ei−1
n

∥∥2
)
.

As
(∥∥u∥∥2

+ Dm
(2M+CΩDm)

∥∥∇u∥∥2
)1/2

is equivalent to the H1(Ω)-norm it follows that {uin}i∈N
converges in H1(Ω). The convergence rate in this equivalent norm is

α =
√

2M/(2M + CΩDm) < 1. (3.9)

Observe that the convergence does not depend on the spatial discretization and also holds
in the degenerate case when ∂uz may vanish.

In the non-degenerate case, when ∂uz ≥ m > 0, substituting φ = ein in (3.5) one gets

(m+ Mτ)
∥∥ein∥∥2

+ τDm
∥∥∇ein∥∥2 ≤ (Line

i
n, e

i
n) +Dmτ

∥∥∇ein∥∥2

= ((L− ∂uz(ζ))ei−1
n , ein) ≤ 2Mτ(|ei−1

n |, |ein|) ≤
2M2τ 2

m

∥∥ei−1
n

∥∥2
+
m

2

∥∥ein∥∥2
.

10



Canceling the common term in both sides we obtain

∥∥ein∥∥2
+

2τDm
(m+ 2Mτ)

∥∥∇ein∥∥2 ≤ 4M2τ 2

m(m+ 2Mτ)

(∥∥ei−1
n

∥∥2
+

2τDm
(m+ 2Mτ)

∥∥∇ei−1
n

∥∥2
)
.

(3.10)

With τ small enough, one obtains as before, the convergence of uin in H1(Ω). The con-
vergence rate is

α =
2Mτ√

m(m+ 2Mτ)
<

2Mτ

m
. (3.11)

which is less than 1 for τ < m
2M

. One can also use the inequality 2Mτ(|ei−1
n |, |ein|) <

Mτ(
∥∥ei−1

n

∥∥2
+
∥∥ein∥∥2

) to prove contraction with respect to a different H1(Ω)-norm with

α =
√

Mτ
m

. Hence, the actual convergence rate is

α = min

(
2Mτ√

m(m+ 2Mτ)
,

√
Mτ

m
,

√
2M

2M + CΩDm

)
. (3.12)

We conclude this section with a result that shows that for the non-degenerate case
even the L∞(Ω) errors, i.e. ‖ein‖L∞(Ω), decrease linearly for τ sufficiently small.

Proposition 3.2. For a fixed n ∈ {1, .., N}, let {uin}i∈N be the sequence of functions
resulting from the modified L-scheme for (3.4). Assume (A. 1) and (P. 1)-(P. 5). If
m > 0, then for small enough τ and M ≥M0,∥∥uin − un∥∥L∞(Ω)

< β
∥∥ui−1

n − un
∥∥
L∞(Ω)

,

for i ∈ N and a constant β ∈ (0, 1). Moreover, β = O(τ).

The proof is given in Appendix A.

Remark 3.1 (Robustness of the MS). Theorem 3.1 shows that the MS converges irre-
spective of the spatial discretization and the time step. It converges in the degenerate case
m = 0 too. Unlike the LS, the convergence rate α is independent of Mb, and scales with
τ for small τ . This robustness is extremely helpful for computations, as it is difficult
to satisfy condition (1.2), which guarantees the convergence of schemes like NS, PS and
Jäger-Kačur, for higher dimensional computations, i.e. d > 1. Moreover, the α = O(τ)
property makes the scheme faster as the time step size is made smaller.
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4 General nonlinear diffusion equation

For the general problem, when ~F and D are functions of u, convergence can be shown for
both the LS and the MS when τ is small enough. For both schemes, the convergence rate
does not depend on the spatial discretization. Moreover, for the MS the convergence rate
scales with

√
τ for small τ values.

For proving the main theorem of this section, we assume

(A. 2) ‖∇un‖L∞(Ω) ≤ Λ1 for all n ∈ {1, .., N} and some Λ1 > 0.

Due to (P. 3), this is equivalent to assuming that the flux is bounded.
Similar to Section 3, the MS works if for all i ∈ N one has

‖uin − un‖L∞(Ω) ≤ Λτ. (4.1)

Though non-trivial, this condition is fulfilled under certain assumptions, as follows from

Lemma 4.1. Let n ∈ {1, .., N} be fixed and Ω be a C2 domain. Assume (A. 1), m > 0
and let Λ2 > 0 be such that ‖un‖W 2,2q(Ω) ≤ Λ2 for some q > d

2
, q ∈ N. Further, assume

that a Λ3 > 0 exists such that

‖un − un−1‖W 1,2q(Ω) ≤ Λ3τ. (4.2)

Let {uin}i∈N be the sequence generated by the MS. Then there exists a τ̃ > 0 such that for
all τ ≤ τ̃ and i ∈ N, ‖uin − un‖L∞(Ω) ≤ Λτ , ‖uin − un‖W 1,2q(Ω) ≤ Λ3τ and uin ∈ W 2,2q(Ω).

Proof. Similar to Lemma 3.1, we give a proof by induction. Assume that ‖ekn‖L∞(Ω) ≤ Λτ ,
‖∇ekn‖L2q(Ω) ≤ Λ3τ and ukn ∈ W 2,2q(Ω) for k < i. This is true for k = 0 because of
Assumption (A. 1) and (4.2). We show that this implies ‖ein‖L∞(Ω) ≤ Λτ , ‖∇ein‖L2q(Ω) ≤
Λ3τ and uin ∈ W 2,2q(Ω) for small τ . More specifically, we show that there exists a C > 0
such that

‖ein‖ ≤ Cτ 2, ‖ein‖L∞(Ω) ≤ Cτ 1+ 1
2q , ‖ein‖W 1,p(Ω) ≤ Cτ 1+ 1

p , ‖ein‖W 2,2q(Ω) ≤ Cτ, (4.3)

for all p ≥ 2 and τ > 0. This proves the lemma for τ small enough.
First, observe that inequality (3.6) holds for Lin defined in (3.2). Moreover, the assump-

tion un ∈ W 2,2q(Ω) implies (A. 2), i.e. there exists a Λ1 > 0 such that ‖∇un‖L∞(Ω) ≤ Λ1.
This is a direct consequence of Morrey’s inequality [6, Chapter 5] and 2q > d. By the
same argument ui−1

n ∈ W 1,∞(Ω) ∈ H1(Ω). Hence, by Theorem 5 of [6, Chapter 6] it
follows that uin is a classical solution to

Linu
i
n − τ∇ · (Di−1

n ∇uin) = Linu
i−1
n − (bi−1

n − bn−1) + τ∇ · ~F i−1
n + τf i−1

n . (4.4)

In particular, uin is essentially bounded and lies in H1
0 as well.
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Subtracting (2.1) from (4.4) and rearranging the terms leads to

Line
i
n − τ∇ · (Di−1

n ∇ein)

= Line
i−1
n − ∂uz(ζ)ei−1

n + τ∇ · ((Di−1
n −Dn)∇un)− τ∇ · (~F i−1

n − ~Fn), (4.5)

where ζ ∈ I(ui−1
n , un). Denoting the terms on the right by I1, I2, I3 we have

|I1| = |(Lin − ∂uz(ζ))ei−1
n | ≤ 2ΛMτ 2;

|I2| = τ |(Di−1
n −Dn)∆un + (∂uDi−1

n ∇ui−1
n − ∂uDn∇un) · ∇un +

d∑
j=1

(∂xjDi−1
n − ∂xjDn)∂xjun|

≤ ΛDMτ 2|∆un|+ τ |∇un||∂uDi−1
n ∇ei−1

n + (∂uDi−1
n − ∂uDn)∇un|+ τ |∇un||

∑
(∂xjDi−1

n − ∂xjDn)|

≤ ΛDMτ 2|∆un|+ τDMΛ1|∇ei−1
n |+DMΛΛ2

1τ
2 + dΛ1DMΛτ 2;

|I3| = τ |∇ · (~F i−1
n − ~Fn)| = τ |(∂u ~F i−1

n · ∇ui−1
n − ∂u ~Fn · ∇un) +

d∑
j=1

(∂xjF
i−1
j,n − ∂xjFj,n)|

≤ τ |∂uF i−1
n · ∇ei−1

n |+ τ |(∂u ~F i−1
n − ∂u ~Fn) · ∇un|+ τ |

∑
(∂xjF

i−1
j,n − ∂xjFj,n)|

≤ τMF |∇ei−1
n |+ ΛMFΛ1τ

2 + dΛMF τ
2.

Define Si := I1 + I2 + I3. As ‖ei−1
n ‖W 1,2q(Ω) ≤ Λ3τ and ‖∆un‖L2q(Ω) ≤ Λ2 it follows that a

C1 > 0 exists such that
‖Si‖L2q(Ω) ≤ C1τ

2. (4.6)

Now we test (4.5) with the test function φ = (ein)2q−1 ∈ H1
0 (Ω). This gives

m‖ein‖
2q
L2q(Ω) + τDm(2q − 1)

∫
Ω

|ein|2(q−1)|∇ein|2 ≤ (|Si|, |ein|2q−1)

≤ 1

2qm2q−1
‖Si‖2q

L2q(Ω) +
(2q − 1)m

2q
‖ein‖

2q
L2q(Ω).

The last inequality follows from repeated application of Young’s inequality. This implies

‖ein‖L2q(Ω) ≤
1

m
‖Si‖L2q(Ω) ≤

C1

m
τ 2.

Rewriting (4.5) as

∇ ·
(
Di−1
n ∇ein

)
= Lin

(
ein
τ

)
− 1

τ
Si, (4.7)

we see that the L2q(Ω)-norm of the right hand side is bounded by some constant times τ .
As |∇Di−1

n | ≤ |∂uDi−1
n ∇ui−1

n |+
∑

j |∂xjDi−1
n | ≤ DM(|∇ei−1

n |+ Λ1 + d), |∇Di−1
n | ∈ L2q(Ω).

13



Hence, we apply Theorem 15.1 of [14, Chapter 2] to get that ein ∈ W 2,2q(Ω) ∩ C1,γ(Ω) for
γ = 1− d

2q
. Moreover, there exists a C > 0 such that

‖ein‖W 2,2q(Ω) ≤ Cτ and ‖∇ein‖L∞(Ω) ≤ ‖ein‖C1,γ(Ω) ≤ Cτ. (4.8)

This proves the last statement of (4.3).
Next, we test (4.5) with φ = ein to get

m‖ein‖2 + τDm‖∇ein‖2 ≤ (Si, e
i
n) ≤ 1

2m
‖Si‖2 +

m

2
‖ein‖2. (4.9)

As Si ∈ L2q(Ω) ⊆ L2(Ω) we get using (4.6) that for some constant C2 > 0

‖∇ein‖2 ≤ C2τ
3. (4.10)

This implies that for p ≥ 2,

‖∇ein‖Lp(Ω) =

(∫
Ω

|∇ein|p
)1/p

≤
(
‖∇ein‖

p−2
L∞(Ω)

∫
Ω

|∇ein|2
)1/p

≤ (Cp−2C2)1/pτ 1+ 1
p . (4.11)

Finally, as C0,γ(Ω) ⊆ W 1,2q(Ω), see Morrey’s inequality (Theorem 5 of [6, Chapter 5]), we
get that

‖ein‖L∞(Ω) ≤ ‖ein‖C0,γ(Ω) ≤ Cτ 1+ 1
2q . (4.12)

From this we get ‖ein‖L∞(Ω) ≤ Λτ if τ ≤ (Λ/C)2q. Similarly one obtains ‖∇ein‖L2q(Ω) ≤ Λ3τ
for small τ .

Before giving the main theorem of this section we give a context that can lead to
improved convergence behaviour of the MS. Specifically, we assume

|∂uD(~x, u)|+
d∑
j=1

|∂uFj(~x, u)| ≤ Υ∂uz(~x, u) a.e. in ~x ∈ Ω and u ∈ R. (4.13)

Remark 4.1. The bound (4.13) is true, e.g. for the Richards equation (see (5.1),

Section 5). In this case the diffusivity and the flux terms are D = k(b(u)) and ~F =
k(b(u))êg (êg is a constant unit vector) with b : R → [0, 1] and k ∈ C1([0, 1]) giving
|∂uD|, |∂uFj| ≤ sups∈[0,1]{k′(s)}b′(u). Also the quasilinear system discussed in Section 3
is just a special case when Υ = 0.

Theorem 4.1. For a fixed n ∈ {1, .., N} let {uin}, i ∈ N be the sequence provided by the
MS. Assume (4.1) holds for i ∈ N. If Assumptions (A. 1)-(A. 2) and (P. 1)-(P. 5) are
satisfied then the following holds:

(a) If inequality (4.13) is satisfied then there exists a M1 > 0 and τ ∗ > 0 independent
of m such that if M ≥M1 and τ ≤ τ ∗ then uin → un in the strong sense in H1(Ω).
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(b) If m > 0 then there exists a τ̄ > 0 such that for τ < τ̄ and M ≥M0, uin converges
linearly to un in H1(Ω). Moreover α = O(

√
τ) for this case.

Proof (a). We follow the line of arguments presented in [16] for proving this part. Sub-
tracting (2.3) from (3.1) and taking φ = ein gives

(Lin(ein − ei−1
n ), ein) + τ(Di−1

n ∇uin −Dn∇un,∇ein)

= −(z(ui−1
n )− z(un), ein) + τ(~F i−1

n − ~Fn,∇ein). (4.14)

This can be rearranged into the form T1 + τT2 + T3 = T4 + τT5 + τT6 where the terms Tj
are estimated as:

T1 := (Lin(ein − ei−1
n ), ein) =

1

2

∫
Ω

Lin|ein|2 −
1

2

∫
Ω

Lin|ei−1
n |2 +

1

2

∫
Ω

Lin|ein − ei−1
n |2;

T2 :=

∫
Ω

Di−1
n |∇ein|2 ≥ Dm

∥∥∇ein∥∥2
;

T3 := (z(ui−1
n )− z(un), ei−1

n ) =

∫
Ω

1

∂uz(ζ0)
|z(ui−1

n )− z(un)|2;

T4 := (z(ui−1
n )− z(un), ei−1

n − ein) ≤ 1

2

∫
Ω

1

Lin
|z(ui−1

n )− z(un)|2 +
1

2

∫
Ω

Lin|ei−1
n − ein|2;

T5 := −((Di−1
n −Dn)∇un,∇ein) ≤ 1

Dm
‖(Di−1

n −Dn)∇un‖2 +
Dm
4
‖∇ein‖2

≤ Λ2
1

Dm

∥∥∥∥∂uD(ζ1)

∂uz(ζ1)
(z(ui−1

n )− z(un))

∥∥∥∥2

+
Dm
4
‖∇ein‖2 ≤ (ΥΛ1)2

Dm
∥∥z(ui−1

n )− z(un)
∥∥2

+
Dm
4
‖∇ein‖2;

T6 := (~F i−1
n − ~Fn,∇ein) ≤ 1

Dm
‖~F i−1

n − ~Fn‖2 +
Dm
4
‖∇ein‖2

≤ 1

Dm

d∑
j=1

∥∥∥∥∂uFj(ζ2)

∂uz(ζ2)
(z(ui−1

n )− z(un))

∥∥∥∥2

+
Dm
4
‖∇ein‖2 ≤ Υ2

Dm
∥∥z(ui−1

n )− z(un)
∥∥2

+
Dm
4
‖∇ein‖2.

For the functions ζ1,ζ2 : Ω → R one has ζ1,2 ∈ I(ui−1
n , un). For T3, if z(ui−1

n ) = z(un)
then the equality holds for any ζ0 ∈ R for which ∂uz(ζ0) 6= 0. If z(ui−1

n ) 6= z(un) then by
the Mean Value Theorem there exists a ζ0 ∈ I(ui−1

n , un) such that ∂uz(ζ0) 6= 0. Hence,
there exists a ζ0 : Ω→ R such that equality for T3 is satisfied and ∂uz(ζ0) 6= 0 a.e. In the
following, T3 will only induce an upper bound for τ which will depend on the lower bound
of 1

∂uz(ζ0)
. Therefore we claim that the choice of ζ0, discussed above, has no influence on

the result.
Putting everything together we get the following inequality∫

Ω

Lin|ein|2 + τDm
∥∥∇ein∥∥2

+

∫
Ω

(
2

∂uz(ζ0)
− 1

Lin
− 2τΥ2

Dm
(1 + Λ2

1)

)
|z(ui−1

n )− z(un)|2

≤
∫

Ω

Lin|ei−1
n |2 ≤

∫
Ω

Li−1
n |ei−1

n |2 +

∫
Ω

|Lin − Li−1
n ||ei−1

n |2. (4.15)
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This inequality is useful if all the terms on the left are positive. This is achieved if
2

∂uz(ζ0)
− 1

Lin
− 2τΥ2

Dm (1 + Λ2
1) ≥ 0, which will add some restrictions on τ . To see this we

define
M1 = max{4M0, 2M0 +G}, (4.16)

where M0 = Λ maxu∈R{|b′′|+ τ |∂uuf |} is defined just as in the proof of Theorem 3.1 and

the value of G will be clarified later. Observe that ( 2
∂uz
− 1

Lin
) = 1

∂uz
+ Lin−∂uz

Lin∂uz
. From (3.7)

we get Lin − ∂uz(ζ0) > (M −M0)τ . Moreover, from (P. 1)-(P. 2), ∂uz ≤ Mb + TMf and
Lin ≤Mb + TMf + Mτ . This gives

Lin − ∂uz
Lin∂uz

≥ (M−M0)τ

(Mb + TMf )(Mb + TMf + Mτ)
. (4.17)

To simplify the analysis we note that Lin−∂uz
Lin∂uz

− 2τΥ2

Dm (1 + Λ2
1) ≥ 0 is a sufficient condition

for the positivity of the last term on the left hand side of (4.15) . Inequality (4.17) implies
that this is satisfied when(

1− 2Υ2

Dm
(1 + Λ2

1)(Mb + TMf )τ

)
M ≥M0 +

2Υ2

Dm
(1 + Λ2

1)(Mb + TMf )
2.

Hence by defining

τ ∗ =
Dm

4Υ2(1 + Λ2
1)(Mb + TMf )

and G =
4Υ2

Dm
(1 + Λ2

1)(Mb + TMf )
2,

we get that for all τ ≤ τ ∗ and M ≥M1,

Lin − ∂uz
Lin∂uz

− 2τΥ2

Dm
(1 + Λ2

1) ≥ 0.

Now consider τ ≤ τ ∗ and M ≥M1. Inequality (4.15) is restated as:∫
Ω

Lin|ein|2 + τDm
∥∥∇ein∥∥2

+

∫
Ω

∂uz(ζ0)|ei−1
n |2 ≤

∫
Ω

Li−1
n |ei−1

n |2 +

∫
Ω

|Lin − Li−1
n ||ei−1

n |2.

(4.18)

Observe that Ω can be split into two disjoint sets defined as Ω1,Ω2 such that Ω1 = {~x ∈
Ω : |∂uz(ζ0)| < 1

2
Mτ} and Ω2 = {~x ∈ Ω : |∂uz(ζ0)| ≥ 1

2
Mτ}. If ~x ∈ Ω1, then from

M ≥M1 ≥ 4M0 we get

∂uz(ui−2
n ) ≤ ∂uz(ζ0) + max

I(ui−1
n ,un)

{∂uuz}|ζ0 − un|+ max
I(un,u

i−2
n )
{∂uuz}|un − ui−2

n |

≤ ∂uz(ζ0) + M0τ + M0τ ≤
1

2
Mτ +

1

2
Mτ
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which implies that Li−1
n = max{∂uz(ui−2

n ) + Mτ, 2Mτ} = 2Mτ . By the same logic, as
|∂uz(ζ0)| < 1

2
Mτ , one has Lin = 2Mτ . This means that∫

Ω1

|Lin − Li−1
n ||ei−1

n |2 = 0.

If ~x ∈ Ω2 then ∂uz(ζ0) ≥ 1
2
Mτ ≥ 2M0τ . There can be four cases. If ∂uz(ui−1

n ) ≤Mτ and
∂uz(ui−2

n ) >Mτ then |Lin−Li−1
n | = ∂uz(ui−2

n )−Mτ ≤ ∂uz(ui−2
n )− ∂uz(ui−1

n ). Similarly if
∂uz(ui−1

n ) >Mτ and ∂uz(ui−2
n ) ≤Mτ then |Lin−Li−1

n | ≤ ∂uz(ui−1
n )−∂uz(ui−2

n ). Lin = Li−1
n

if both ∂uz(ui−2
n ), ∂uz(ui−1

n ) ≤ Mτ and |Lin − Li−1
n | = |∂uz(ui−1

n ) − ∂uz(ui−2
n )| if both

∂uz(ui−2
n ), ∂uz(ui−1

n ) >Mτ . Combining everything we can state that

|Lin − Li−1
n | ≤ |∂uz(ui−1

n )− ∂uz(ui−2
n )| ≤ max

I(ui−1
n ,ui−2

n )
{|∂uuz|}|ui−1

n − ui−2
n | ≤ 2M0τ.

From the above, one obtains∫
Ω

|Lin − Li−1
n ||ei−1

n |2 =

∫
Ω2

|Lin − Li−1
n ||ei−1

n |2 ≤ 2M0τ

∫
Ω2

|ei−1
n |2

≤
∫

Ω2

∂uz(ζ0)|ei−1
n |2 ≤

∫
Ω

∂uz(ζ0)|ei−1
n |2.

Using this result in (4.18) one gets∫
Ω

Lin|ein|2 + τDm
∥∥∇ein∥∥2 ≤

∫
Ω

Li−1
n |ei−1

n |2. (4.19)

Taking the sum of (4.19) from i = 1 to i = p gives∫
Ω

Lpn|epn|2 + τDm
p∑
i=1

∥∥∇ein∥∥2 ≤
∫

Ω

L0
n|e0

n|2 ≤
∥∥L0

n

∥∥
L1(Ω)

Λ2τ 2, (4.20)

with L0
n = max{∂uz(~x, un−1) + Mτ, 2Mτ}. Similar estimates are given in [8, 17, 21]. In

other words, the series
∑∞

i=1

∥∥∇ein∥∥2
is convergent implying that

∥∥∇ein∥∥ → 0 as i → ∞.
This concludes the proof of the first part of Theorem 4.1.

(b). To prove (b) we rearrange (4.14) as T ′1 + τT2 = T ′3 + τT5 + τT6, where Tj,
j ∈ {2, 5, 6} have been defined before, and T ′1, T

′
3 are

T ′1 :=

∫
Ω

Lin|ein|2 ≥ (m+ Mτ)
∥∥ein∥∥2

;

T ′3 := ((Lin − ∂uz(ζ))ei−1
n , ein) ≤Mτ

∥∥ein∥∥2
+ Mτ

∥∥ei−1
n

∥∥2
;
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the last inequality following from (3.6) and Young’s inequality. Moreover, a different
estimate for T5, T6 can be obtained as

T5 ≤
1

Dm
‖(Di−1

n −Dn)∇un‖2 +
Dm
4
‖∇ein‖2 ≤ Λ2

1D2
M

Dm
‖ei−1

n ‖2 +
Dm
4
‖∇ein‖2;

T6 ≤
1

Dm
‖~F i−1

n − ~Fn‖2 +
Dm
4
‖∇ein‖2 ≤ dM2

F

Dm
‖ei−1

n ‖2 +
Dm
4
‖∇ein‖2.

Adding in the estimates for all remaining terms, one gets from (4.14),

m
∥∥ein∥∥2

+
τ

2
Dm
∥∥∇ein∥∥2 ≤ τ

[
M +

(dM2
F +D2

MΛ2
2)

Dm

] ∥∥ei−1
n

∥∥2
,

which rewrites as∥∥ein∥∥2
+
τDm
2m

∥∥∇ein∥∥2 ≤ τ

m

[
M +

(dM2
F +D2

MΛ2
1)

Dm

](∥∥ei−1
n

∥∥2
+
τDm
2m

∥∥∇ei−1
n

∥∥2
)
.

Taking

τ̄ =
mDm

MDm + (dM2
F +D2

MΛ2
1)

and α =

√
τ

m

[
M +

(dM2
F +D2

MΛ2
1)

Dm

]
, (4.21)

one observes that the iteration converges in the equivalent H1(Ω)-norm
∥∥u∥∥

H1(Ω)
=√∥∥u∥∥2

+ τDm
2m

∥∥∇u∥∥2
and has the convergence rate α = O(

√
τ) < 1 if τ < τ̄ .

5 Numerical results

For the numerical discussions we consider the Richards equation, which is widely used
in groundwater modelling. In terms of the capillary pressure p, the non-dimensional
Richards equation reads:

∂tS(p) = ∇ · [k(S(p))(∇p− ĝ)] + f, (5.1)

where ĝ is the unit vector along the direction of gravity and f is the source term. Richards
equation involves nonlinearities in all the terms. The saturation function S is increasing
and the permeability function k takes non-negative values. Without entering into the
details, as the specific forms will be given later, we mention that in general one has
k(0) = 0 and S ′(p)→ 0 as p→ −∞. Further S ′(p) = 0 for all p ≥ 0. However, if the flow
does not become completely unsaturated, meaning that S(p) → 0 (this being the case
when the initial and boundary conditions are taken accordingly), Assumption (P. 3) will
be satisfied. Also (4.13) is satisfied as discussed in Remark 4.1.
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The theoretical results presented in the previous sections do not depend upon the
spatial discretization. Hence, for the numerical results, different methods like finite dif-
ference, finite element or finite volume, can be used to discretize (5.1) in space. Here
we have used a two point flux approximation finite volume scheme [7] defined on two
dimensional triangular unstructured grids. We take

Ω = (0, 1)× (0, 1) and T = 1, (5.2)

and use FVCA8 benchmark meshes of different sizes. For the triangulation T the mesh
size is h = sup{diam(T ) : T ∈ T }.

With S and k defined as

S(p) =

{
1

(1−p)
1
3

if p < 0

1 if p ≥ 0
, k(S) = S3, (5.3)

the first numerical example is constructed in such a way that

p̃(x, y, t) = 1− (1 + t2)(1 + x2 + y2), (5.4)

is the exact solution (see also [25]). The source term is

f(x, y, t) =
2(1− y2)

(1 + y2)2
− 2t

3 3
√

(1 + t2)4(1 + y2)
− 2x

(1 + t2)(1 + x2 + y2)2
. (5.5)

The boundary and initial conditions are as in Table 1. ĝ points along the positive x-axis.

Table 1: Assumed initial and boundary conditions.

IC t = 0 p(x, y, 0) = p̃(x, y, 0) on Ω

BC x = 0 : p(0, y, t) = p̃(0, y, t), x = 1 : p(1, y, t) = p̃(1, y, t),
y = 0 : ∂yp = 0, y = 1 : k(S(p))∂yp = k(S(p̃(x, 1, t))∂yp̃(x, 1, t).

Figure 1 (left) shows the comparison of the analytical solution p̃ with the numerical
solution. The numerical solution is obtained from the MS with M = 1. The maximum
relative error ‖p−p̃

p̃
‖L∞(Ω) is 1.38% and the L2(Ω) error is 0.0116 which is of the order of

the discretization errors, implying that the computational results are accurate. To ensure
correctness, such kind of profile match have been conducted for all the results shown
afterwards.
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the NS fails to converge in all cases in our computations. However, the NS converged in
most cases if the discontinuity was regularized, e.g. by considering a linear interpolation
over a small interval of length 0.1. After this step the results obtained match closely the
values given in [16]. In particular, we partly reproduce [16, Figure 1] with pvad = −2
and [16, Table 1] with pvad = −3 in Figure 6 and Table 2 respectively.

The result shows that the NS is the fastest when it converges but it requires smoother
initial conditions and smaller time step sizes to converge. The PS and the MS have
comparable stability properties. The MS, as before, is at least as fast as the PS in all
cases. The LS is relatively slower and taking a smaller value of L (L = 0.15) compared to
the Lipschitz constant (L ≈ 0.25) speeds up the convergence, but makes the convergence
rate more susceptible to changes in mesh size. This was seen in Figure 2 (left) too. The
convergence rate decreases with the time step size for all the schemes except for the LS.
A drastic increase in number of iterations required is seen for the LS at τ = 0.001, see
Table 2. This is explained by the fact that the convergence order is L/(L + Cτ), which
approaches 1 when τ goes to 0. M = 0.01 is used for the MS in Figure 6 and Table 2 as
it gives the optimal convergence rate.

6 Conclusion

In this paper we propose a linearization scheme for a general class of nonlinear parabolic
partial differential equations. We have given a rigorous convergence proof of the scheme
and compared its behaviour with that of other linearisation schemes: the Newton scheme
(NS), the modified Picard scheme (PS) or the L-scheme (LS), are generally used to solve
the sequence of elliptic equations obtained from time-discretization of such problems.
The NS and the PS have the drawback that they converge only if the initial guess for
the iterations is close enough to the solution of the elliptic problem. For the concerned
sequence of elliptic equations, this leads to a severe restriction on time step size. On the
other hand, the LS converges irrespective of the initial guess but is much slower than the
schemes mentioned above. To resolve theses issues, a combination of the LS and the PS,
termed modified L-scheme (MS) in this context, is proposed.

The MS uses local estimates and the solution of the previous time step as the initial
guess to improve the convergence behaviour of the LS. This is shown first for quasilinear
equations that have linear diffusivity and advection terms. It is proved that the scheme
converges linearly irrespective of the spatial discretization and for any time step, even
in degenerate cases. Moreover, for small time step sizes, the linear convergence rate is
proportional to the time step size, implying that the scheme converges faster as the time
step size is made smaller.

Next, this result is generalized to the case when the diffusivity and the advection terms
are nonlinear. It is proved that if the time step size is smaller than an upper-bound which
is independent of the spatial discretization, the scheme converges even for degenerate
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cases. Linear convergence is achieved in the non-degenerate case with a convergence rate
that is proportional to the square root of the time step size for sufficiently small time
steps.

Finally, numerical results are presented for the Richards equation for all the schemes
mentioned above. It is seen that the MS is faster than the PS and the LS. Moreover,
the MS is more stable than the NS or the PS in the sense that the MS converges for
larger time steps. Numerically it is observed that the MS indeed gives convergence rates
proportional to the square root of the time step size. The final numerical results imply
that the convergence rate of the MS can be controlled by tuning the parameter M.
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[7] R. Eymard, T. Gallouët, and R. Herbin. Finite volume methods. Handbook of
numerical analysis, 7:713–1018, 2000.
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A Proof of Propositions 3.1 and 3.2

Proof of Proposition 3.1. We consider the L-scheme for (3.4). Let uin be the solution of
the ith iteration of the L-scheme (2.10) initiated by u0

n = un−1. We use the properties of
the sequence {uin}i∈N to prove Proposition 3.1. From (2.10) and (3.1), uin satisfies

(Luin, φ)+τ(D∇uin,∇φ) = (Lui−1
n , φ)−(b(ui−1

n )−b(un−1), φ)+τ(~F ,∇φ)+τ(f i−1
n , φ). (a.1)

Let ρi denote the difference between consecutive iterates, i.e.

ρi = ui+1
n − uin.

Observe that for i = 0, ρ0 solves the problem

L(ρ0, φ) + τ(D∇ρ0,∇φ) = τ [(f(~x, tn, un−1), φ) + (~F ,∇φ)− (D∇un−1,∇φ)].

As ∇ · (D∇un−1) ∈ L∞(Ω) is assumed in Proposition 3.1, ρ0 satisfies the equation

Lρ0 − τ∇ · (D∇ρ0) = τ [−∇ · ~F + f(~x, tn, un−1) +∇ · (D∇un−1)],
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in the classical sense (see [6][Section 6.3]). As the term f(~x, tn, un−1) − ∇ · ~F + ∇ ·
(D∇un−1) is bounded, the maximum principle applies [6][Section 6.4] and therefore a
C0 > 0, independent of τ , exists such that

‖ρ0‖L∞(Ω) = C0τ.

We claim that there exists a β ∈ (0, 1) such that

‖ρk‖L∞ ≤ β‖ρk−1‖L∞ . (a.2)

The value of β will be specified later. The proof of (a.2) is similar to the one for Lemma 3.1.
Subtracting (a.1) for i from the same equation written for (i+1)th, we get an expression

similar to (3.5), i.e.

L(ρi, φ) + τ(D∇ρi,∇φ) = ((L− ∂uz(ζ))ρi−1, φ),

where ζ : Ω → R is a function satisfying ζ ∈ I(uin, u
i−1
n ). Let Ci−1 = ‖ρi−1‖L∞(Ω)/τ .

Taking φ = [ρi − βCi−1τ ]+ as test function in the above and using the bounds for D gets

L(ρi, [ρi − βCi−1τ ]+) + τDm
∥∥∇[ρi − βCi−1τ ]+

∥∥2 ≤
∫

Ω

(L− ∂uz(ζ))ρi−1[ρi − βCi−1τ ]+,

which implies that

L‖[ρi−βCi−1τ ]+‖2+τDm
∥∥∇[ρi−βCi−1τ ]+

∥∥2 ≤
∫

Ω

((L−∂uz(ζ))ρi−1−LβCi−1τ)[ρi−βCi−1τ ]+.

With this, we analyze the sign of the expression (L− ∂uz(ζ))ρi−1 − LβCi−1τ . If ρi−1 ≤ 0
then this is clearly negative. If ρi−1 > 0, since ‖ρi−1‖L∞(Ω) = Ci−1τ and 0 ≤ L− ∂uz(ζ) ≤
L−m, see (2.5), by taking

β = (L−m)/L < 1,

one obtains (L − ∂uz(ζ))ρi−1 − LβCi−1τ ≤ [(L − m) − Lβ]Ci−1τ = 0. This shows that
ρi ≤ βCi−1τ a.e. The inequality ρi ≥ −βCi−1τ follows in a similar fashion.

Observe that
∑∞

i=0 ‖ρi‖L∞(Ω) ≤ C0τ
∑∞

i=0 β
i = C0τ/(1 − β) and as ρi = ui+1

n − uin, it
implies that uin → un in the L∞(Ω)-norm as i → ∞. Note that, uin also converges to un
in the H1(Ω) norm as shown in [19] and due to the uniqueness of the weak solutions of
(3.4) (see [18]), un is the unique solution of (3.4). Finally, defining Λ = C0/(1−β) we get

‖un − un−1‖L∞(Ω) ≤
∞∑
i=0

‖ρi‖L∞(Ω) ≤ Λτ.

Rewriting (3.4) as

(∇ · (D∇un), φ) =

(
1

τ
(b(un)− b(un−1)) +∇ · F − fn, φ

)
,

we see right away that ∇ · (D∇un) = 1
τ
(b(un) − b(un−1)) − fn + ∇ · F a.e. and as the

terms on the right hand side are bounded in the L∞(Ω)-norm, so is ∇ · (D∇un).
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Proof of Proposition 3.2. The proof is almost identical to the proof of Proposition 3.1.
We subtract (3.4) from (3.5) and follow the steps of the proof of Proposition 3.1 to obtain
that

∥∥uin − un∥∥L∞(Ω)
≤ β

∥∥ui−1
n − un

∥∥
L∞(Ω)

if

β ≥ max

{
Lin − ∂uz(ζ)

Lin

}
, ζ ∈ I(un, u

i−1
n ).

Observe that Lin ≥ m + Mτ . Moreover, from (3.6) we obtain, Lin − ∂uz(ζ) ≤ 2Mτ for
M ≥M0. Hence,

Lin − ∂uz(ζ)

Lin
≤ 2Mτ

m+ Mτ
≤ 2Mτ

m
. (a.3)

By defining,

β =
2Mτ

m
, (a.4)

we observe that for τ < m
2M

, β < 1 and β = O(τ).
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